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要旨

Multi-hop question answering is a challenging question answering task that requires comprehending and
reasoning with information from more than one document to find an answer for a question. Several
studies discovered that a higher performance on this task can be achieved by utilizing hyperlinks
between documents or knowledge graphs during fine-tuning or language models pretraining. In this
work, we investigate whether the performance on the multi-hop question answering can further be
boosted by pretraining language models with (1) multiple types of hyperlinks or, with (2) entity relations
in knowledge graphs. Specifically, for (1) we pretrain a language model with hyperlinked document pairs
using two types of hyperlinks in Wikipedia, one type of which have not been used in the previous work.
For (2), we extract entity relations from a publicly available knowledge graph, Wikidata, and train
language models to recognize or predict the words which are corresponding to entity relations in
Wikipedia articles. We pretrained BERT-based language models using the methods (1) and (2)
separately and then fine-tuned each pretrained language model on HotpotQA, a multi-hop question
answering dataset. Our experimental results showed that (1) the language model pretrained with
hyperlinked document pairs using multiple types of hyperlinks achieved a higher performance on the
downstream multi-hop question answering than those of existing language models. However, (2) the
language models pretrained with entity relations in the knowledge graph could not improve the
performance on downstream multi-hop question answering.


