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A Boltzmann machine (BM) has interesting properties compared to current machine learning—based
methods, such as the possibility of significantly reducing the training data when performing the same
task. Due to the huge amount of computation needed in the sampling in learning a BM, however, only
approximate learning methods such as Markov chain Monte Carlo (MCMC) are currently used in limited
applications, and practical use of a BM with classical computers is considerably difficult. To avoid that
difficulty, learning methods using quantum annealing instead of classical computers have been proposed,
but the inherent problems of quantum annealers prevent learning in general tasks. In this thesis, we
propose a method to use quantum annealing for learning BMs while at the same time mitigating the
problems that arise when using quantum annealing. The key idea of the proposed method is to use the
samples with different timings of turning off the transverse magnetic field to reduce the effect of
freezing which disturbs the sampling. We conducted experiments, and although further observations
are needed, we confirmed an example that reduced the learning time by about a third while reducing
the learning error at the same pace as when using MCMC.




