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End-to—end speech translation (ST) translates source language speech directly into target language
without an intermediate automatic speech recognition (ASR) output, as in a cascading approach. End-
to—end ST has the advantage of avoiding error propagation from the intermediate ASR results, but its
performance still lags behind the cascading approach. A recent effort to increase performance is multi—
task learning using an auxiliary task of ASR. However, previous multi—task learning for end-to—end ST
using cross entropy (CE) loss in ASR—task targets one—hot references and does not consider ASR
hypotheses. In this study, we propose a novel end-to—end ST training method using ASR loss against
ASR posterior distributions given by a pre—trained model, named as ASR Posterior—based Loss (ASR—
PBL). The proposed method is expected to consider possible ASR hypotheses due to competing
hypotheses with similar pronunciations. Experimental results in Fisher Spanish—to—English show that the
proposed method resulted in better BLEU scores than the baseline with the standard CE loss with label
smoothing. And we also conducted the experiment of ASR Sequence—based loss (ASR-SBL), which uses
the ASR one-best predictions into the ST training, in Fisher and MuST-C dataset. The results ASR-
SBL shows that improvement in Fisher in most of the cases under various ASR models, and both ASR—
PBL and ASR-SBL has the ability of improvement compared to baselines. However, there are no
improvement in MuST-C data.




