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To build prediction and classification models, fine—tuning, and transfer learning, various text data is
provided to third parties. Since there is a risk that the adversary can infer the author’s private
attributes such as gender, age, location from text data, privacy preserving technologies are necessary.
The text has a privacy problem in that the author’s private attributes can be inferred even from unique
expressions and abbreviations. To promote text sharing, we need to provide privacy preservation for
both words and documents. Moreover, excessive privacy preservation impairs text utility. Therefore, it
is necessary to prevent private attribute inference by privacy preservation while maintaining text
utility. In this study, we propose a method to prevent from text privacy leakage by combining word—
based anonymization using knowledge graph and document—based differentially—private transformation.
We create duplicates in the text set while anonymizing words that lead to identification, and reduced
the amount of noise required by the differential private transformation. As a result of evaluation
experiments, we succeeded in maintaining the effectiveness of privacy preservation while suppressing
the maximum loss of text utility to within 0.1 compared to the original text.




