Broadening the Coverage of Scenes and
Descriptions towards Versatile Image
Captioning Systems
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Image captioning plays a fundamental role in vision-and-language research, which
lies in the intersection of computer vision and natural language processing, by
converting the information in images into natural language descriptions. To be
versatile pipelines for downstream vision-and-language tasks, captioning systems
should be able to describe various types of scenes with extensive information.
However, current captioning systems are limited in their coverage of scenes and
descriptions: they can handle limited types of scenes, and their output descriptions

tend to be overly generic.

The goal of this dissertation is to broaden the limited coverage. The first half of this
dissertation is devoted to addressing the limitation of describable scenes by
introducing unsupervised image captioning methods. In the second half of this
dissertation, we address the limitation of possible descriptions by enhancing the
discriminability of current captioning models. Finally, we discuss the remaining

problems and future directions for image captioning research.



