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Previous Work

1 Omni-directional camera in remote site

1 User 1 User’s view image
Telepresence system using omni-directional camera
O Little delay in changing view direction
O Unchangeable user’s viewpoint

Research Purpose

Telepresence with arbitrary viewpoint and direction

Requirements
O Wide view and dynamic environment

O Live video processing

Approach
O Capturing a wide view by multiple omni-directional cameras
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O Segmenting a scene into static and dynamic regions
O Estimating efficient Visual Hull without voxel space
by combining with calculation of dynamic regions
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Possible to realize richer telepresence

Camera Configuration
in Conventional Novel View Generation

Novel view generation

from multiple cameras around a scene
O Limited object positions
O Visual Hull based rendering with voxel space

V v Lacking background image
Computational cost

for a wide view
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3D Room [Saito et al. 2003]

Flow Diagram

Acquisition of multiple images
from omni-directional cameras

Precondition

O Camera position and orientation
are known.

O Cameras are fixed and
synchronized.

Segmentation into
static and dynamic regions

Static region Dynamic region
Novel view Novel view
generation generation

of static region of dynamic region

Synthesis of two novel view images Novel view images

+ of static and dynamic region

Complete novel view image




Flow Diagram

Acquisition of multiple images
from omni-directional cameras

Flow Diagram

Omni-directional camera
(HyperOmniVision)

Static region
Novel view Novel view Novel view Novel view
generation generation generation generation
of static region of dynamic region of static region of dynamic region

Input images Input images

Segmentation Flow Diagram
into Static and Dynamic Regions
Acquisition of multiple images
from omni-directional cameras

Segmentation by [o}
[Morita et al. 2003]
Static region

O Adaptive threshold at each pixel —
For compensating flicker of a light and CRT, and a gain-up noise _Segmentatloh into
static and dynamic

O Renewing background images
For segmentation for a long sequence
Novel view Novel view

generation generation
of static region of dynamic region Novel view generation
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Input image Image of dynamic region

Novel View Generation by Morphing Novel Views of Static Scene

alculation for all corresponding points

The 3D positions of the corresponding
points are computed by stereo.

The 3D point is projected onto the
novel view image.

All projected points are triangulated
using Delaunay’s method.

Input imagel Input image2
An omni-directional novel view is
generated by blending and transforming.

[Tomite et al. 2002]




Novel View Generation
by Image-Based Visual Hull
Acquisition of multiple images

from omni-directional cameras
Dynamic region
Segmentation into Position calculation of
i i i namic region ®
static and dynamic regions dynamic regio Real Real
viewpointl viewpoint2

Flow Diagram

Novel view Novel view
generation generation
of static region of dynamic region Novel view genera

using Visual Hull
Synthesis of two novel view images

Complete novel view image

Novel viewpoint

Image-based Visual Hull [Matusik et al. 2000]:

Visual Hull estimation by ray-casting approach
which doesn't need voxel space

Image-Based Visual Hull
Stepl
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Novel viewpoint

1. The ray from novel viewp s projected onto input images.

2. We search for a region in which all of the projected lines
intersect with dynamic regions.

3. The point on the intersection region is projected
onto the input image.

Image-Based Visual Hull
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Novel viewpoint

1. The ray from novel viewpoint is projected onto input images.

2. We search for a region in which all of the projected lines
intersect with dynamic regions.

The point on the intersection reg
o the input imag

Image-Based Visual Hull
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Novel viewpoint

. The ray from novel viewpoint is projected onto input images.

We search region in which all of the projected lines
intersect with

. The point on the intersection region is projected
onto the input image.

Reduction of Computational Cost

™ Object existing
region

Calculating an approximate object

4 existing region by silhouette of
dynamic region

mitting Visual Hull estimation
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Synthesis of Two Novel View Images

Novel view image

Novel view image
of static region

of dynamic region

Synthesized novel view image

Environment of Experiment

Corresponding points among input images
have been given manually in advance.

Regions for estimating visual hull are limited to user’s view.

Display - Tended

display

PC for image
capture and
generation

Experimental environment

Summary

O Proposed method can generate a novel view image of
a dynamic scene integrating morphing and visual hull.

OThe prototype system has successfully generated
novel view images from live videos.

Future works

» Improvement of generated image quality

» Constructing a networked system for many
users

Experiment

Novel view generation from live videos

O Viewpoint
is controlled by keyboard.
\ O View direction
: is controlled by mouse.

Omni-directional camera PC for

SOIOS 55-Cam image capture and generation

Field of view CPU: Pentium4 3.2GHz
Horizontal angle 360<

Memory 2GB
Elevation 12< Video card: RADEON9800XT
Depression 50< ®

Experimental Result

1 Experimental environment

1 User”s view image

Each frame of video is generated in 250ms.




